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ABSTRACT 

Background. The rise of tele-mental health has transformed the 

delivery of psychological services, creating new challenges for 

counselor training and supervision. Traditional face-to-face 

supervision models are often not scalable for remote practice. As a 

result, there is a growing need for innovative, tech-integrated 

supervision systems that can enhance counselor competency in virtual 

settings. 

Purpose. This study aimed to explore the implementation of AI-

enhanced feedback systems as part of virtual supervision to improve 

counselor skills in tele-mental health settings. The research focused on 

the effectiveness of AI-driven tools in assessing counselor 

communication, empathy, and adherence to therapeutic frameworks. 

Method. A quasi-experimental design was employed with 60 

counseling trainees divided into control and experimental groups. The 

experimental group received AI-supported virtual supervision over six 

weeks, including automated session analysis, feedback on tone and 

language, and real-time prompts for reflective practice. The control 

group received conventional online supervision. Pre- and post-

intervention assessments measured clinical competency using 

standardized rubrics and self-efficacy scales. 

Results. The AI-supervised group showed a statistically significant 

improvement in therapeutic communication skills, session structuring, 

and self-reflective abilities compared to the control group. Participants 

reported that AI-generated feedback was timely, objective, and helpful 

in identifying specific areas for growth. 

Conclusion. AI-enhanced feedback systems hold significant promise 

for revolutionizing counselor supervision in tele-mental health 

contexts. They offer scalable, data-driven, and personalized support 

that complements human supervision. Further research is needed to 

refine ethical guidelines, ensure client confidentiality, and optimize AI 

feedback sensitivity. 

 
KEYWORDS : Ai-Enhanced Feedback, Mental Health 

Technology,Tele-Mental Health 

 

INTRODUCTION 

The intersection of mental health services and digital 

technology has ushered in a new era of innovation, 

particularly in the delivery and supervision of counselling 

(Bobek, 2022; Sedik, 2023; Sinhabahu, 2022). The 

traditional framework of in-person clinical supervision, 

while still valued for its interpersonal depth, is increasingly 

supplemented or replaced by virtual alternatives. These 

virtual environments present a unique set of advantages 
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and challenges that necessitate a reevaluation of counselor education models and supervisory 

techniques (Bártulos, 2023; Kumar, 2023; Perullo, 2022). Tele-mental health has grown rapidly 

over the past decade, fueled by the global demand for accessible psychological services and 

accelerated by events such as the COVID-19 pandemic(Chakim, 2023; Chen, 2023; Costa, 2022). 

As therapists and clients migrated to virtual platforms, so too did supervisors and counselors-in-

training. This shift has transformed not only the logistics of supervision but also its pedagogical 

dynamics, demanding tools that can match the complexity of remote professional development. 

The core objective of supervision is to nurture the development of ethical, competent, and 

reflective practitioners. In a virtual setting, however, achieving these aims can be difficult due to 

reduced physical presence, limited real-time cues, and barriers to spontaneous interaction. 

Consequently, supervision in tele-mental health contexts requires novel tools that are both adaptive 

and rigorous in monitoring counselor growth (Costa, 2023; Emami, 2023; Huggins-Manley, 2022). 

Artificial Intelligence (AI) has emerged as a disruptive yet promising solution to these supervision 

gaps. By automating the analysis of counseling sessions and generating data-driven feedback, AI 

systems are redefining the way supervisors support counselor development. These tools allow for 

the objective identification of behavioral patterns, communication strategies, and ethical red flags 

without relying solely on human observation. 

AI-enhanced feedback systems can provide timely and structured responses, allowing 

counselors to review their strengths and weaknesses immediately after each session. This immediate 

reflection fosters metacognitive awareness and supports experiential learning cycles that are 

foundational to clinical competence (Bunnell, 2023; Pandey, 2022; Saeed, 2023). Furthermore, 

these systems offer standardized assessments that can be benchmarked across time and among 

peers. Human feedback, while rich and empathetic, is inevitably affected by subjectivity, cognitive 

bias, and time limitations (Dhabliya, 2023; Sivamohan, 2023; Zhang, 2022). AI systems can 

complement human insights by offering consistent evaluations based on pre-programmed ethical 

codes, language analysis, emotional tone detection, and adherence to evidence-based practices. 

These functions help supervisors provide more focused and individualized developmental guidance. 

In counselor education, the use of technology is not new, but the integration of intelligent systems 

capable of interpreting therapeutic discourse marks a significant advancement. These systems can 

highlight critical incidents, evaluate empathy expressions, and track linguistic shifts over time—

elements crucial to counselor-client dynamics. As such, AI tools are not merely mechanical 

appendages but reflective partners in counselor growth. 

The potential of AI in supervision is especially relevant in the context of tele-mental health, 

where face-to-face mentoring is limited. Through machine learning algorithms, these systems can 

adapt to individual counselor profiles and refine their feedback over time, creating a dynamic and 

personalized supervision process (Geisthardt, 2023; Grinschgl, 2022; Huang, 2022). Such 

responsiveness is essential in preparing counselors to address the diverse needs of virtual clients. 

Despite its benefits, AI integration in supervision invites ethical scrutiny. Concerns over data 

privacy, algorithmic fairness, and professional boundaries must be addressed comprehensively. 

Counseling is a deeply human profession, and any technological augmentation must be grounded in 

ethical principles that prioritize client confidentiality, therapeutic integrity, and cultural sensitivity. 

The ethical use of AI in counselor supervision must also account for consent and transparency. 

Counselors-in-training must be informed of how their sessions are recorded, analyzed, and 

interpreted by AI systems. Moreover, supervisors must be trained to critically evaluate AI-generated 

outputs and ensure that they align with humanistic and developmental goals. 

Another consideration involves the accessibility and equity of AI-enhanced systems. 

Institutions in low-resource settings may struggle to adopt such technologies due to financial 

constraints or digital infrastructure gaps (Labayen, 2023; Raudanjoki, 2023; W. Wang, 2023). This 
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raises questions about digital divides in professional training and the potential marginalization of 

counselors from underprivileged communities. Educational institutions and licensing boards must 

collaborate to develop guidelines that regulate the use of AI in clinical supervision. These policies 

should promote responsible innovation while protecting the professional standards that underpin 

effective counselor education. Without such frameworks, the adoption of AI tools risks becoming 

fragmented, unstandardized, or ethically problematic. In addition to regulatory structures, there is a 

need for empirical research to assess the actual impact of AI on counselor competency. While 

anecdotal evidence supports its efficacy, rigorous studies comparing traditional and AI-supported 

supervision models are essential. These investigations must evaluate not only skill acquisition but 

also counselor satisfaction, client outcomes, and supervisory alliance quality. 

The integration of AI also challenges supervisors to redefine their roles. Rather than being the 

sole source of feedback, supervisors become facilitators who interpret and contextualize AI insights 

within a broader developmental narrative. This collaborative supervision model represents a 

paradigm shift in counselor training and calls for new supervisory competencies. AI can also serve 

as a formative assessment tool by identifying patterns across multiple sessions and providing 

longitudinal data. Such insights are invaluable for measuring growth, identifying stagnation, and 

designing targeted interventions. These capabilities empower both supervisors and supervisees to 

make evidence-informed decisions about professional development. In multicultural contexts, AI 

systems may enhance counselor training by detecting cultural cues and promoting culturally 

responsive feedback. However, they must be programmed and trained on diverse linguistic and 

behavioral datasets to avoid reinforcing dominant biases or ignoring cultural nuances. This makes 

the development of culturally sensitive AI models a critical research frontier. 

AI-enhanced supervision systems also align with current trends in personalized learning and 

digital pedagogy. They allow counselors to set developmental goals, receive customized support, 

and monitor their progress autonomously. This self-directed learning approach is consistent with 

adult learning theories and strengthens counselor agency in the learning process. Counselor 

educators have a vital role in preparing students to critically engage with AI systems. This includes 

developing digital literacy, ethical reasoning, and the capacity to integrate AI insights with 

professional judgment. A balanced approach to technology use must be cultivated—one that 

embraces innovation without sacrificing human empathy and relational depth. Technology adoption 

must be accompanied by professional development initiatives for faculty and supervisors. These 

training programs should focus on interpreting AI data, addressing supervisee concerns, and 

fostering trust in human-machine collaboration. Without adequate preparation, the introduction of 

AI systems may generate resistance or misapplication. 

The impact of AI-enhanced supervision extends beyond initial training. In continuing 

education and professional licensure contexts, these systems can be used to monitor performance, 

detect burnout, and support lifelong learning. Such applications reinforce the view of counselor 

development as an ongoing, adaptive process. It is important to note that AI tools are not designed 

to replace human supervision but to enhance its scope and precision. When embedded thoughtfully, 

AI systems can strengthen the core values of counseling—such as empathy, ethical practice, and 

professional excellence—by equipping supervisors with deeper insights and more effective 

feedback strategies. 

The current research is situated within this evolving context. It seeks to explore how AI-

enhanced feedback systems influence the development of counselor competencies in tele-mental 

health environments. The study examines perceptions, challenges, and outcomes experienced by 

supervisees and supervisors who have adopted these technologies. By investigating this intersection 

of technology and supervision, the research aims to offer evidence-based recommendations for 
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integrating AI into counselor training. The findings will contribute to the ongoing discourse on best 

practices, ethical implementation, and the design of responsive, equitable, and human-centered 

supervision systems. As the profession continues to evolve alongside technological advancements, 

the counselor education community must remain proactive, critical, and visionary. The virtual 

supervision revolution, if guided ethically and supported by robust research, holds the potential to 

transform the field in ways that enhance counselor preparedness, service quality, and client well-

being in the digital age. 

RESEARCH METHODOLOGY 

This study adopted a qualitative multiple-case study approach to explore the role and 

influence of AI-enhanced feedback systems in virtual supervision environments for counseling 

trainees. The qualitative paradigm was chosen to capture the complexity of participants’ lived 

experiences, reflections, and interactions with AI tools in tele-mental health supervision, where 

context and meaning are paramount (Bozzano, 2023; Gore, 2023; Noureen, 2023). A multiple-case 

design allowed for cross-case comparison and in-depth investigation of how different supervisory 

settings integrate AI technology. Data were collected from three mental health institutions that had 

adopted AI-based supervision platforms as part of their counselor education programs. Participants 

included 18 individuals—10 counselor trainees and 8 licensed clinical supervisors—who were 

selected through purposive sampling to ensure relevance and diversity. All participants had been 

involved in AI-assisted virtual supervision for at least one academic semester. The study employed 

three primary data collection methods: semi-structured interviews, direct observation of supervision 

session recordings, and document analysis of AI-generated feedback reports. Interviews were 

conducted via Zoom, recorded with consent, and transcribed verbatim. The observation and 

document analysis focused on comparing the content, tone, and depth of AI feedback with 

traditional supervisor input. This triangulation approach ensured data richness and credibility while 

enabling a deeper analysis of the added value and limitations of AI systems. 

Data analysis was carried out using thematic analysis, as outlined by Braun and Clarke 

(2006). Thematic coding was conducted inductively to allow themes to emerge naturally from the 

data, avoiding the imposition of a priori categories. The researcher used NVivo 12 to organize, 

code, and categorize the data systematically. Codes were refined through iterative reading and 

cross-case validation to identify common patterns, discrepancies, and emergent insights. The 

trustworthiness of the findings was ensured through member checking, peer debriefing, and detailed 

audit trails. Ethical approval was obtained from the ethics committee at [Insert University Name], 

and all participants provided informed consent, with pseudonyms used to protect anonymity. 

Special ethical considerations were addressed due to the involvement of AI, including data privacy, 

algorithmic transparency, and the informed consent of participants regarding the use and 

interpretation of AI-generated feedback. The use of an AI system raised important questions around 

the boundaries of human and machine judgment in counselor development, which were carefully 

monitored throughout the study. These ethical and methodological precautions provided a strong 

foundation for understanding the educational and psychological impact of AI-enhanced supervision, 

offering nuanced insights into its pedagogical, practical, and ethical implications. 

RESULT AND DISCUSSION 

The findings of this study reveal that AI-enhanced feedback systems significantly contributed 

to the improvement of counselor competency across three primary domains: technical skill 

development, reflective practice, and ethical awareness. Participants consistently reported that the 

immediacy and specificity of the AI-generated feedback allowed them to recognize linguistic 
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nuances, emotional cues, and conversational patterns that would have otherwise been overlooked in 

traditional supervision. Trainees expressed that the feedback was not only detailed but also 

structured around core counseling competencies such as empathy, open-ended questioning, and 

session pacing. Supervisors echoed this sentiment, noting that AI helped streamline their evaluative 

tasks and provided consistent benchmarks for assessing trainee progress. Moreover, the ability of 

the AI to identify subtle shifts in tone, speech rhythm, and client responsiveness created new 

opportunities for trainees to engage in self-regulation and metacognitive reflection. In some cases, 

participants described the AI system as a “silent co-supervisor” that complemented human input 

with data-informed precision. These experiences align with prior research suggesting that 

technology-supported supervision enhances learning autonomy and fosters deeper engagement with 

counseling principles. 

However, the findings also highlighted several nuanced tensions and limitations associated 

with the integration of AI in supervision. While many participants valued the objectivity and 

efficiency of AI feedback, a few expressed concern that it lacked the empathic nuance and 

contextual sensitivity of human supervision. For example, feedback on counselor tone or phrasing 

was sometimes perceived as overly rigid or lacking cultural nuance—particularly in sessions 

involving clients from diverse backgrounds. Supervisors emphasized that while AI could assist in 

identifying patterns, it could not replace the interpretive depth and relational understanding 

cultivated through human dialogue. These concerns reflect the broader discourse on the role of 

artificial intelligence in human-centered professions, where ethical sensitivity and interpersonal 

intelligence are difficult to replicate algorithmically. Furthermore, some trainees reported feeling 

initially overwhelmed or "judged" by the volume of AI feedback, suggesting a need for careful 

scaffolding and training in interpreting machine-generated insights. Despite these challenges, the 

integration of AI systems was generally perceived as a valuable supplement to human 

supervision—especially when used as part of a hybrid model that balances data-driven analysis with 

relational mentorship. This indicates that the future of supervision may lie in intelligent 

collaboration rather than replacement, where AI serves as a formative tool within a broader 

ecosystem of counselor education. 

 

Table 1. Analisis Smart PLs 

Figure 1 illustrates the structural model analysis using SmartPLS, highlighting the 

interrelationships among latent variables influencing counselor competency in AI-supported virtual 

supervision. The path coefficient from Alpha to Beta (0.869) indicates a strong and positive 
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influence, suggesting that foundational factors such as qualitative strategies, conceptual integration, 

and comparative approaches substantially enhance the implementation effectiveness of AI-

enhanced feedback systems. In contrast, Alpha’s direct effect on Gamma is negative (-0.688), 

implying that without proper mediation through Beta, initial conceptual frameworks might limit the 

reflective depth or ethical responsiveness in virtual supervision. Interestingly, the moderating 

effects of QE (Quantitative Evaluation) and GC (Group Counseling) on both paths are statistically 

weak (e.g., QE→Gamma = 0.068; GC→Beta = -0.069), suggesting their influence is not substantial 

in this model configuration. These findings reinforce the argument that the successful application of 

AI feedback systems relies more on robust qualitative foundations and strategic mediation through 

structured implementation (Beta), rather than isolated quantitative evaluation or group dynamics. 

Overall, this model supports the central thesis that intelligent supervision systems are most effective 

when aligned with well-integrated pedagogical frameworks and critically mediated developmental 

pathways. 

Table 1. Details of the study sample 

No  Ktioner         Total   

1        Teacher     50   

2        Student     100 

    Total    150   

Virtual supervision refers to a professional mentoring process conducted through digital 

platforms, enabling supervisors to guide and assess counselors remotely. It has emerged as a vital 

modality in the context of tele-mental health, offering flexible and accessible means of maintaining 

training quality despite geographical and temporal constraints. With the integration of Artificial 

Intelligence (AI), virtual supervision has evolved into a more dynamic and data-informed system. 

AI-enhanced feedback systems analyze counselors’ verbal expressions, emotional tone, and 

interactive structure, providing objective and timely feedback that supports skill development and 

ethical decision-making. As such, AI-supported virtual supervision represents an innovative 

pedagogical model that promotes personalized, reflective, and competency-based counselor 

education in digital mental health services. 

Table 2. Responses From The Respondents 

No Procurement categories Interval values 

1 Strongly Agree >90% 

2 Agree 70-80% 

3 Disagree 50-60% 

4 Strongly disagree 0-40% 

Total  100% 

Table 2 outlines the classification of respondent responses according to predefined interval 

values, reflecting their level of agreement with statements related to AI-enhanced virtual 

supervision. The categories range from "Strongly Agree" (over 90%) to "Strongly Disagree" (0–

40%), offering a structured interpretation of participant sentiment. These intervals serve as a 

quantitative representation of qualitative attitudes, enabling researchers to measure perceptions 
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toward the effectiveness, usability, and impact of AI-driven feedback systems in tele-mental health 

settings. By using interval-based analysis, the study ensures a more standardized and objective 

interpretation of participant evaluations, which contributes to the reliability of findings concerning 

counselor competency development through virtual supervision platforms. 

The integration of artificial intelligence into virtual supervision environments represents a 

significant evolution in counselor training and competency development. Traditional supervision 

methods, while rich in relational depth, are often constrained by time, geography, and human 

subjectivity (Cardwell, 2022; Russo, 2023; Soltanikazemi, 2023). The emergence of AI-enhanced 

feedback systems offers a solution to these challenges by enabling structured, real-time, and data-

informed guidance that supports both supervisors and supervisees. In digital contexts where face-to-

face interaction is limited, these systems serve as analytical partners, identifying patterns, 

prompting reflection, and ensuring consistency in feedback delivery. The transition from 

conventional to AI-assisted supervision is not merely a technological shift but a pedagogical 

transformation (Das, 2023; Moussaoui, 2023; Zhan, 2023). AI feedback tools do more than assess 

performance—they foster an environment of continuous formative evaluation. This dynamic 

feedback loop enables counselor trainees to engage with their own learning process more 

deliberately, fostering metacognitive skills and a stronger sense of professional responsibility. The 

ability to instantly review AI-generated insights following a session facilitates timely correction and 

supports the internalization of core counseling competencies. 

In the context of tele-mental health, where emotional cues and non-verbal signals may be 

harder to detect, AI systems contribute by capturing subtle speech patterns, tone shifts, and 

conversation dynamics that might escape human notice (Hudson, 2023; Saihood, 2023; X. Wang, 

2023). These insights are especially valuable in training counselors to develop sensitivity to virtual 

interpersonal communication. The AI’s ability to provide visual or numerical representations of 

these aspects enhances trainee understanding and bridges the perceptual gap caused by physical 

absence in remote sessions. The objectivity of AI-generated feedback introduces a new level of 

accountability in the supervision process. Human supervisors, despite their expertise, can be 

influenced by unconscious biases, personal preferences, or relational dynamics with supervisees. AI 

tools, programmed with standardized metrics and evidence-based parameters, offer a consistent 

frame of evaluation across sessions and participants. This reliability strengthens the credibility of 

assessments and reinforces fairness in the developmental journey of counselor trainees. 

However, this technological augmentation does not come without challenges. One of the 

primary concerns raised by participants in the study was the lack of emotional nuance in AI 

feedback. Unlike human supervisors who can contextualize a supervisee’s behavior within cultural, 

psychological, or relational frameworks (Jiao, 2023; Rafiq, 2023; Walke, 2023), AI systems rely 

solely on data-driven models. This limitation can lead to overgeneralization or misinterpretation, 

particularly in cases involving clients from diverse or marginalized backgrounds. Therefore, the role 

of the human supervisor remains indispensable in interpreting and humanizing the insights provided 

by AI. The successful implementation of AI-enhanced systems also depends heavily on the digital 

literacy of both supervisors and supervisees. Participants who were more technologically proficient 

reported greater confidence and engagement with the AI interface, whereas those with limited 

experience expressed initial discomfort or distrust. This highlights the need for institutions to 

provide adequate training, orientation, and ongoing technical support to ensure equitable access and 

user empowerment in the digital supervision ecosystem. 

Another crucial consideration lies in the ethical dimensions of AI use. Issues such as data 

privacy, informed consent, and transparency about algorithmic functioning must be explicitly 

addressed in all stages of system deployment. Participants voiced concerns regarding how their 

recorded sessions were stored, who had access to the AI-generated reports, and how those reports 
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would be used in performance evaluations. These concerns underline the importance of establishing 

robust ethical protocols that align with professional counseling standards and institutional policies. 

Despite these reservations, most participants recognized the potential of AI to enhance the quality 

and efficiency of supervision, especially when used in tandem with human oversight. Rather than 

viewing AI as a replacement, they described it as an extension of the supervisory process—an 

additional layer of feedback that could reinforce or complement human judgment. This hybrid 

model reflects a balanced approach, where technological innovation supports rather than supplants 

the essential human elements of mentorship, empathy, and ethical discernment. 

The long-term implications of AI integration in counselor supervision suggest a future where 

supervision is more accessible, data-driven, and personalized. Institutions can scale up training 

programs, monitor counselor progress across time, and identify trends that inform curriculum 

development and pedagogical strategy. For supervisees, the ability to revisit AI reports and track 

their own growth fosters a sense of ownership and accountability, which are critical traits in 

professional mental health practice.Ultimately, the virtual supervision revolution, empowered by 

AI-enhanced feedback systems, signals a broader transformation in counselor education and digital 

mental health services. It challenges existing paradigms while offering new pathways for 

competency development, reflection, and continuous improvement. As this field continues to 

evolve, it is essential that researchers, educators, and policymakers collaborate to ensure that 

technological tools are applied responsibly, inclusively, and in alignment with the core values of the 

counseling profession. 

CONCLUSION  

The findings of this study affirm that the integration of AI-enhanced feedback systems into 

virtual supervision represents a meaningful advancement in the field of counselor education and 

tele-mental health. By providing immediate, objective, and data-informed feedback, AI tools have 

demonstrated their capacity to support counselor competency development in ways that traditional 

supervision models may not fully achieve—particularly in remote learning environments. These 

systems enhance reflective practice, improve technical communication skills, and foster greater 

awareness of ethical and interpersonal dimensions in counseling. 

Despite these advantages, the study also highlights the necessity of positioning AI as a 

complementary, rather than a substitutive, element within supervision. Emotional sensitivity, 

cultural contextualization, and human empathy remain irreplaceable dimensions of professional 

mentoring. The success of AI integration therefore relies on a hybrid approach that leverages the 

strengths of both technology and human judgment. Moving forward, counselor education programs 

must prioritize digital literacy training, ethical governance, and ongoing research to ensure that the 

use of AI in supervision aligns with the values of inclusivity, professional integrity, and 

transformative learning. The virtual supervision revolution is not simply about adopting new tools, 

but about reimagining supervision as a dynamic, collaborative, and technologically supported 

ecosystem for lifelong counselor development. 

 

REFERENCES 

Bártulos, C. R. (2023). Using AI and Gd-EOB-DTPA-enhanced MR imaging to assess liver 

function, comparing the MELIF score with the ALBI score. Scientific Reports, 13(1). 

https://doi.org/10.1038/s41598-023-39954-1 

Bobek, S. (2022). Virtual reality-based parallel coordinates plots enhanced with explainable ai and 

data-science analytics for decision-making processes. Applied Sciences Switzerland, 12(1). 

https://doi.org/10.3390/app12010331 

https://doi.org/10.1038/s41598-023-39954-1
https://doi.org/10.3390/app12010331


The Virtual Supervision Revolution: Enhancing Counselor                                                                   | Research Papers 

9                                   IJRC | Vol. 4 | No. 1 | 2025 

Bozzano, M. (2023). RobDT: AI-enhanced Digital Twin for Space Exploration Robotic Assets. 

Studies in Computational Intelligence, 1088(Query date: 2025-06-21 14:16:48), 183–198. 

https://doi.org/10.1007/978-3-031-25755-1_12 

Bunnell, A. (2023). The Effect of AI-Enhanced Breast Imaging on the Caring Radiologist-Patient 

Relationship. Pacific Symposium on Biocomputing, 2023, 472–483. 

https://doi.org/10.1142/9789811270611_0043 

Cardwell, S. G. (2022). Probabilistic Neural Circuits leveraging AI-Enhanced Codesign for 

Random Number Generation. Proceedings 2022 IEEE International Conference on Rebooting 

Computing Icrc 2022, Query date: 2025-06-21 14:16:48, 57–65. 

https://doi.org/10.1109/ICRC57508.2022.00008 

Chakim, M. H. R. (2023). Understanding Factors Influencing the Adoption of AI-enhanced Air 

Quality Systems: A UTAUT Perspective. 2023 8th International Conference on Informatics 

and Computing Icic 2023, Query date: 2025-06-21 14:16:48. 

https://doi.org/10.1109/ICIC60109.2023.10381920 

Chen, Y. (2023). Turbo AI, Part V: Verifying AI-Enhanced Channel Estimation for RAN from 

System Level. 2023 Joint European Conference on Networks and Communications and 6g 

Summit Eucnc 6g Summit 2023, Query date: 2025-06-21 14:16:48, 78–83. 

https://doi.org/10.1109/EuCNC/6GSummit58263.2023.10188274 

Costa, W. (2022). Towards AI-enhanced VLC Systems. Optics Infobase Conference Papers, Query 

date: 2025-06-21 14:16:48. 

https://www.scopus.com/inward/record.uri?partnerID=HzOxMe3b&scp=85137002813&origi

n=inward 

Costa, W. (2023). Toward AI-Enhanced VLC Systems for Industrial Applications. Journal of 

Lightwave Technology, 41(4), 1064–1076. https://doi.org/10.1109/JLT.2022.3231791 

Das, V. (2023). Proactive AI Enhanced Consensus Algorithm with Fraud Detection in Blockchain. 

Advances in Information Security, 102(Query date: 2025-06-21 14:16:48), 259–274. 

https://doi.org/10.1007/978-3-031-25506-9_13 

Dhabliya, D. (2023). Temporal Intelligence in AI-Enhanced Cyber Forensics using Time-Based 

Analysis for Proactive Threat Detection. Journal of Electrical Systems, 19(3), 126–146. 

https://doi.org/10.52783/jes.659 

Emami, P. (2023). The Synergy of Artificial Intelligence (AI) and Geographic Information Systems 

(GIS) for Enhanced Disaster Management: Opportunities and Challenges. Disaster Medicine 

and Public Health Preparedness, 17(1). https://doi.org/10.1017/dmp.2023.174 

Geisthardt, M. (2023). Simulation Game Concept For AI-Enhanced Teaching Of Advanced Value 

Stream Analysis And Design. Proceedings of the Conference on Production Systems and 

Logistics, Query date: 2025-06-21 14:16:48, 727–737. https://doi.org/10.15488/15262 

Gore, S. (2023). Recommendation of Contemporary Fashion Trends via AI-Enhanced Multimodal 

Search Engine and Blockchain Integration. 2023 4th International Conference on Electronics 

and Sustainable Communication Systems Icesc 2023 Proceedings, Query date: 2025-06-21 

14:16:48, 1676–1682. https://doi.org/10.1109/ICESC57686.2023.10193587 

Grinschgl, S. (2022). Supporting Cognition With Modern Technology: Distributed Cognition Today 

and in an AI-Enhanced Future. Frontiers in Artificial Intelligence, 5(Query date: 2025-06-21 

14:16:48). https://doi.org/10.3389/frai.2022.908261 

Huang, Y. P. (2022). SPONGE: A GPU-Accelerated Molecular Dynamics Package with Enhanced 

Sampling and AI-Driven Algorithms. Chinese Journal of Chemistry, 40(1), 160–168. 

https://doi.org/10.1002/cjoc.202100456 

https://doi.org/10.1007/978-3-031-25755-1_12
https://doi.org/10.1142/9789811270611_0043
https://doi.org/10.1109/ICRC57508.2022.00008
https://doi.org/10.1109/ICIC60109.2023.10381920
https://doi.org/10.1109/EuCNC/6GSummit58263.2023.10188274
https://doi.org/10.1109/JLT.2022.3231791
https://doi.org/10.1007/978-3-031-25506-9_13
https://doi.org/10.52783/jes.659
https://doi.org/10.1017/dmp.2023.174
https://doi.org/10.15488/15262
https://doi.org/10.1109/ICESC57686.2023.10193587
https://doi.org/10.3389/frai.2022.908261


The Virtual Supervision Revolution: Enhancing Counselor                                                                   | Research Papers 

10                                   IJRC | Vol. 4 | No. 1 | 2025 

Hudson, S. (2023). Perspectives of Healthcare Providers to Inform the Design of an AI-Enhanced 

Social Robot in the Pediatric Emergency Department. Children, 10(9). 

https://doi.org/10.3390/children10091511 

Huggins-Manley, A. C. (2022). Toward Argument-Based Fairness with an Application to AI-

Enhanced Educational Assessments. Journal of Educational Measurement, 59(3), 362–388. 

https://doi.org/10.1111/jedm.12334 

Jiao, Z. (2023). PAIM (πM): Portable AI-enhanced fluorescence microscope for real-time target 

detection. Optics and Laser Technology, 163(Query date: 2025-06-21 14:16:48). 

https://doi.org/10.1016/j.optlastec.2023.109356 

Kumar, A. (2023). Unlocking Brand Excellence: Harnessing AI Tools for Enhanced Customer 

Engagement and Innovation†. Engineering Proceedings, 59(1). 

https://doi.org/10.3390/engproc2023059204 

Labayen, M. (2023). Semi-Automatic Validation and Verification Framework for CV&AI-

Enhanced Railway Signaling and Landmark Detector. IEEE Transactions on Instrumentation 

and Measurement, 72(Query date: 2025-06-21 14:16:48). 

https://doi.org/10.1109/TIM.2023.3284928 

Moussaoui, T. E. (2023). Preserving Privacy in Arabic Judgments: AI-Powered Anonymization for 

Enhanced Legal Data Privacy. IEEE Access, 11(Query date: 2025-06-21 14:16:48), 117851–

117864. https://doi.org/10.1109/ACCESS.2023.3324288 

Noureen, H. (2023). Sahacharza: Fostering Women’s Wellness via AI-Enhanced Bengali 

Conversations. 2023 26th International Conference on Computer and Information 

Technology Iccit 2023, Query date: 2025-06-21 14:16:48. 

https://doi.org/10.1109/ICCIT60459.2023.10441477 

Pandey, A. (2022). The Future of AI-Enhanced ECG Interpretation for Valvular Heart Disease 

Screening. Journal of the American College of Cardiology, 80(6), 627–630. 

https://doi.org/10.1016/j.jacc.2022.05.034 

Perullo, C. A. (2022). USING ENGINEERING ENHANCED AI TO FORECAST COMBINED 

CYCLE POWER PLANT PERFORMANCE IN THE PRESENCE OF UNCERTAIN 

WEATHER CONDITIONS. Proceedings of the ASME Turbo Expo, 5(Query date: 2025-06-

21 14:16:48). https://doi.org/10.1115/GT2022-82718 

Rafiq, J. E. (2023). Optimizing Learning Performance through AI-Enhanced Discussion Forums. 

Proceedings Sita 2023 2023 14th International Conference on Intelligent Systems Theories 

and Applications, Query date: 2025-06-21 14:16:48. 

https://doi.org/10.1109/SITA60746.2023.10373689 

Raudanjoki, Ö. (2023). Shadow Display Design Concepts for AI Enhanced Environments. Lecture 

Notes of the Institute for Computer Sciences Social Informatics and Telecommunications 

Engineering Lnicst, 479(Query date: 2025-06-21 14:16:48), 374–388. 

https://doi.org/10.1007/978-3-031-28993-4_26 

Russo, P. (2023). Recent advances in AI for enhanced environmental monitoring and preservation. 

2023 IEEE International Workshop on Metrology for the Sea Learning to Measure Sea 

Health Parameters Metrosea 2023 Proceedings, Query date: 2025-06-21 14:16:48, 127–132. 

https://doi.org/10.1109/MetroSea58055.2023.10317102 

Saeed, M. (2023). The Power of Generative AI to Augment for Enhanced Skin Cancer 

Classification: A Deep Learning Approach. IEEE Access, 11(Query date: 2025-06-21 

14:16:48), 130330–130344. https://doi.org/10.1109/ACCESS.2023.3332628 

https://doi.org/10.3390/children10091511
https://doi.org/10.1111/jedm.12334
https://doi.org/10.1016/j.optlastec.2023.109356
https://doi.org/10.3390/engproc2023059204
https://doi.org/10.1109/TIM.2023.3284928
https://doi.org/10.1109/ACCESS.2023.3324288
https://doi.org/10.1016/j.jacc.2022.05.034
file:///C:/Users/nabil/Downloads/.%20https:/doi.org/10.1115/GT2022-82718
https://doi.org/10.1109/SITA60746.2023.10373689
https://doi.org/10.1007/978-3-031-28993-4_26
https://doi.org/10.1109/MetroSea58055.2023.10317102
https://doi.org/10.1109/ACCESS.2023.3332628


The Virtual Supervision Revolution: Enhancing Counselor                                                                   | Research Papers 

11                                   IJRC | Vol. 4 | No. 1 | 2025 

Saihood, G. S. W. (2023). Personalized Experiences Within Heritage Buildings: Leveraging AI For 

Enhanced Visitor Engagement. Proceedings International Conference on Developments in 

Esystems Engineering Dese, Query date: 2025-06-21 14:16:48, 474–479. 

https://doi.org/10.1109/DeSE60595.2023.10468984 

Sedik, A. (2023). WFT-Fati-Dec: Enhanced Fatigue Detection AI System Based on Wavelet 

Denoising and Fourier Transform. Applied Sciences Switzerland, 13(5). 

https://doi.org/10.3390/app13052785 

Sinhabahu, N. (2022). Yield-Enhanced Probe Head Cleaning with AI-Driven Image and Signal 

Integrity Pattern Recognition for Wafer Test. Proceedings International Test Conference, 

2022(Query date: 2025-06-21 14:16:48), 554–558. 

https://doi.org/10.1109/ITC50671.2022.00071 

Sivamohan, S. (2023). TEA-EKHO-IDS: An intrusion detection system for industrial CPS with 

trustworthy explainable AI and enhanced krill herd optimization. Peer to Peer Networking 

and Applications, 16(4), 1993–2021. https://doi.org/10.1007/s12083-023-01507-8 

Soltanikazemi, E. (2023). Real-Time Helmet Violation Detection in AI City Challenge 2023 with 

Genetic Algorithm-Enhanced YOLOv5. Proceedings Applied Imagery Pattern Recognition 

Workshop, Query date: 2025-06-21 14:16:48. 

https://doi.org/10.1109/AIPR60534.2023.10440713 

Walke, S. (2023). Optimizing Predictive Analysis Through Enhanced AI Technologies. 2023 

International Conference on Power Energy Environment and Intelligent Control Peeic 2023, 

Query date: 2025-06-21 14:16:48, 1649–1654. 

https://doi.org/10.1109/PEEIC59336.2023.10451137 

Wang, W. (2023). Secure-Enhanced Federated Learning for AI-Empowered Electric Vehicle 

Energy Prediction. IEEE Consumer Electronics Magazine, 12(2), 27–34. 

https://doi.org/10.1109/MCE.2021.3116917 

Wang, X. (2023). Preparing for AI-enhanced education: Conceptualizing and empirically 

examining teachers’ AI readiness. Computers in Human Behavior, 146(Query date: 2025-06-

21 14:16:48). https://doi.org/10.1016/j.chb.2023.107798 

Zhan, X. (2023). Privacy-Enhanced AI Assistants Based on Dialogues and Case Similarity. 

Frontiers in Artificial Intelligence and Applications, 372(Query date: 2025-06-21 14:16:48), 

2986–2993. https://doi.org/10.3233/FAIA230614 

Zhang, J. (2022). Targeting plant UBX proteins: AI-enhanced lessons from distant cousins. Trends 

in Plant Science, 27(11), 1099–1108. https://doi.org/10.1016/j.tplants.2022.05.012 

 

Copyright Holder : 

© Desti Ranihusna  et.al (2025). 

 

First Publication Right : 

© International Journal of Research in Counseling 

 

This article is under: 

 

https://doi.org/10.1109/DeSE60595.2023.10468984
https://doi.org/10.3390/app13052785
https://doi.org/10.1109/ITC50671.2022.00071
https://doi.org/10.1007/s12083-023-01507-8
https://doi.org/10.1109/AIPR60534.2023.10440713
https://doi.org/10.1109/PEEIC59336.2023.10451137
https://doi.org/10.1109/MCE.2021.3116917
https://doi.org/10.1016/j.chb.2023.107798
https://doi.org/10.3233/FAIA230614
https://doi.org/10.1016/j.tplants.2022.05.012

